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High dimensional data can be difficult to work with 
and visualize

- In some fields, 10s or 100s of parameters are measure for each object
- Correlated or abundant variables
- Expensive computations
- Impossible to visualize



Karl Pearson introduced a way of simplifying things 
in 1901

Not exactly a new method.



Principal component analysis simplifies the data by 
reducing the dimensionality

Data is projected onto lines or 
hyperplanes that are uncorrelated 
and maximise the variance of the 
data projections.

Not the same as a linear regression



This helps extract the 
important features and 
group data points
Often the important information 
can be summarized using only a 
few principal components, 
allowing for simple visualization 
and categorizing of the data.

However, this is not always the 
case, and one should look at the 
variance of the subsequent PC’s to 
determine how many is required



It is important to normalize the data, since PCA 
depends on the scale of the variables

Data should be scaled, since the 
PC’s are influenced more by high 
valued variables



The PCA method also has drawbacks, since it relies 
on linear patterns

The method might miss 
nonlinear and non-orthogonal 
patterns

It is also not guaranteed to 
captura all clusters



Therefore more advanced methods has been 
developed to try to capture these effects

- Nonlinear PCA
- Able to detect more complex patterns

- Sparse PCA
- Reduce number of input variables included
- Reduce computing time

- Robust PCA
- Remove outliers
- Assigning different weights to data



PCA is used in a wide range of disciplines

- Physics
- Finance
- Biology (see our example to 

the right)


